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Abstract: Breast cancer is the most typical cancer overall and the one that affects women the most frequently. In 

2022, there were 2.26 million or more brand-new cases of breast cancer in women. To identify the breast cancer in 

early stage, it’s easy to cure. The apparent structure is examined using computer-aided diagnostic (CAD) 

technologies. The majority of existing diagnostic approaches rely on mammography mass features; however, the 

suggested strategy relies on MicroCalcification (MC) characteristics. In this research cancer cells are detected 

utilizing mammography images, pre-processing methods, segmentation, multi-layer perceptron with artificial algae 

algorithm and receiver operating characteristics (ROC) curve analysis. The national cancer institute (NCI) of 

provides mammogram scans. Normalization and median filtering were used as part of the pre-processing procedure. 

Segmentation is used to detect the location of MicroCalcification present cells using the local threshold approach. 

The MicroCalcification present cells and MicroCalcification missing cells are classified using the multi-layer 

perceptron (MPL) with artificial algae algorithm technique and also used to divide MicroCalcification-affected cells 

into the following categories: initial, very small, small, medium, high, and very high. ROC curve analysis was used 

to assess system performance. According to experimental findings, for the NCI, University of California Irvine 

(UCI), nathan kline institute (NKI), investigation of serial studies to predict your 1 (ISPY1), ISPY2, ISPY3, and 

ISPY4 datasets, the classification using the multi-layer perceptron with artificial algae method has the best accuracy 

of 96 percent when compared to random forest (RF), MPL with genetic algorithm (GA), hierarchical clustering 

random forest (HCRF), and convolutional neural network (CNN). 

Keywords: CAD, MC, ROC, Multi-layer perceptron with artificial algae algorithm, Mammogram.  
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1. Introduction 

The most prevalent disease in the world, cancer, 

affects everyone. The most common kind of cancer 

in women is specifically breast cancer [1]. As a 

result, any advancement in the diagnosis and 

prognosis of cancer sickness is crucial for 

maintaining good health. The early detection and 

prediction of cancer can both benefit greatly from 

machine learning approaches. Breast cancer is a 

cancer that develops in the breast tissue, most 

usually in the inner lining of milk ducts or the 

lobules that feed milk to the ducts [2]. Cancers that 

start in ducts are called ductal carcinomas, whereas 

cancers that start in lobules are called lobular 

carcinomas. Humans and other species both get 

breast cancer. While female breast cancer accounts 

for the vast majority of human occurrences, male 

breast cancer can also develop [3]. The visual 

interpretation of histopathological pictures is the 

gold standard for identifying breast cancer, but it is a 

challenging procedure that needs years of training 

and a high level of pathologist expertise. Sometimes 

it is impossible to diagnose breast cancer because of 

the visual interpretation's limitations and a lack of 

experience. Therefore, the computer-aided 

diagnostic (CAD) system may be considered as a 

helpful instrument to lower the inaccuracy of breast 

cancer diagnosis.In this research work we utilized 

the machine learning algorithm and 

microcalcification parameter to improve the 

accuracy of the proposed system. 

2. Related work 

According to a novel method presented by 

Mohiuddin Ahmed [4], breast cancer may be 

identified from histological scans of breast tissues 

using convolutional neural networks. Pathologists 

evaluate the histopathological pictures of the breast 

tissue at various magnification levels as part of the 

clinical procedure for diagnosing breast cancer. A 

single convolutional neural network (CNN) model is 

employed in this study to simultaneously accept 

input from the same image at four distinct 

magnification levels. The suggested method 

significantly outperforms current state-of-the-art 

techniques. In recent years, the use of random forest 

(RF) has become widespread as a machine learning 

technology that may be used to accurately diagnose 

a variety of illnesses [5]. However, throughout the 

training process, decision trees with low 

classification performance and high similarity may 

be produced, which has an impact on the model's 

overall classification performance. A model known 

as hierarchical clustering random forest (HCRF) is 

created [6]. The hierarchical clustering approach is 

used to perform clustering analysis on decision trees 

by evaluating the similarity between all of the 

decision trees [7]. In order to build the hierarchical 

clustering random forest with low similarity and 

high accuracy, sample trees are chosen from split 

clusters. Additionally, we optimize the chosen 

feature number for the prediction of breast cancer 

using the variable importance measure (VIM) 

technique. In this work, two databases from the UCI 

(University of California Irvine) machine learning 

repository were used: Wisconsin diagnosis breast 

cancer (WDBC) and wisconsin breast cancer (WBC). 

Accuracy, precision, sensitivity, specificity, and 

AUC (Area under ROC Curve) [8] are used to 

assess the performance of the suggested approach. 

The identification of traits is a crucial stage in 

developing the breast cancer classifier for early 

diagnosis [9]. A collection of actual breast cancer 

cases typically contains both discrete and continuous 

data. In such a medical field, more focus is placed 

on the receiver operating characteristic's area under 

the curve. There is not enough research available 

right now to take into account both the hybrid 

feature characteristic and the particular 

categorization goal. For the feature selection of 

breast cancer datasets, Q. Wuniri [10] suggested a 

wrapper technique, or integrated framework, that 

incorporates Bayesian classifiers. They handle both 

discrete and continuous features, handling discrete 

features with the naive method for discrete features 

and continuous features with the kernel probability 

density estimation; respectively. The result of this is 

feature-type-aware hybrid Bayesian classifiers. The 

feature subsets that each classifier is given vary, and 

the AUC values are used as fitness indices to gauge 

how well each classifier performs. As a result, 

utilising the evolutionary technique, we may 

produce a feature subset that is almost optimal and 

develop classifiers with high AUC values. 

Additionally, the one-class F-score is applied to 

improve convergence of the method. Both the real 

breast cancer dataset for Chinese women and the 

continuous Wisconsin diagnostic breast cancer 

dataset were used in the experiments. 

Increasing the number of data sets used is the 

main objective of the proposed system in order to 

improve the accuracy of the machine learning 

process. The present methods for diagnosing breast 

cancer have several parameters; in our suggested 

method, we used the MicroCalcification parameter. 

It provides better results when compared to existing 

techniques with various conditions. The majority of 

currently used methods just categorise items as 
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normal or abnormal; however, this research 

endeavour further divides the abnormal category 

into six additional categories. The confusion matrix 

is used to assess the proposed system. In this work, 

we employ the Multi-layer Perceptron with artificial 

algae technique as a supervised classification 

strategy. There are two varieties of CAD used in 

mammography [11].  

 

(i)CADe (computer aided detection). 

(ii)CADx (computer aided diagnosis). 

 

Based on the features of MicroCalcifications, 

these two approaches are put into practise. 

Microcalcifications, which appear as bright spots on 

mammograms, are microscopic calcium deposits on 

human cells [12]. A mammogram's is pictorial 

representation of breast MicroCalcification cells are 

detected using a Multi-layer Perceptron with 

artificial algae algorithm [13]. We used threshold-

based segmentation method to determine location of 

MicroCalcification cells. The current 

MicroCalcification cell was further categorised 

using the case based reasoning (CBR) method. The 

present investigation diagnoses cancer cells using 

microcalcifications found in mammography pictures. 

[14]. Using the multi-layer perceptron with artificial 

algae algorithm, categories MC present cells and 

MC absence cells [15]. The initial, very tiny, small, 

medium, high, and very high classes are then 

separated out of the MC present cell. ROC curve 

analysis is a tool for evaluating system effectiveness. 

[16]. 

3. Design and methodology  

To diagnosis the breast cancer at early stage, we 

proposed method to diagnosis the cancer based on 

MicroCalcification characteristics. The major five 

modules of computer aided diagnosis of breast 

cancer.  

 

➢ Mammogram image  

➢ Soft coring filter 

➢ Segmentation 

➢ Multi-layer perceptron with artificial 

algae algorithm 

➢ ROC curve analysis 

3.1 Mammography image 

Mammography is a diagnostic and screening 

procedure that uses low-energy X-rays (typically 

approximately 30 kVp) to inspect the human breast 

[17]. Mammography is used to diagnose breast 

cancer in its early stages, usually by detecting  

 

 
Figure. 1 Mammography image 

 

distinctive lumps and/or MicroCalcifications. The 

picture below is an example of a mammography 

image as shown in Fig. 1. An x-ray image of the 

breast is called a mammogram. Breast cancer 

screening mammography are used to look for the 

illness in women who have no signs or symptoms. 

After a lump or other sign or symptom of breast 

cancer has been discovered, diagnostic 

mammography is performed to check for the illness 

[18]. Mammography screening can help lower the 

number of breast cancer deaths in women aged 40 to 

70. False-negative findings, false-positive results, 

overdiagnosis, overtreatment, and radiation 

exposure are all possible side effects of screening 

mammography. Women over the age of 40 should 

get screening mammograms every 1 to 2 years, 

according to the national cancer institute. The data 

set was gathered by the national cancer institute in 

the United States and can be downloaded at 

http://www.cancer.gov/statistics/tools. In this 

research work we are using image width as 650 

pixel and height as 420 pixels. 

3.2 Preprocessing 

Pre-processing is a method used to remove the 

noise from the input image. In this research work, 

normalization method and soft coring filter were 

used. Normalization method was used to convert the 

RGB image into grey scale image using the 

following Eq. (1) [19]. 

 

 I(x, y, z) =
(Gx+Gy+Gz)

3
   (1) 

 

A nonlinear technique called soft coring filtering 

is used to remove extraneous data from normalised 

images. Based on kernel functions that can be 

executed in the frequency domain, a gaussian high 

pass filter is employed to graphically depict the data 

[20]. With the aid of the sliding windowing 

technique, the Gaussian high pass filter quickly 

produces a Fourier transform in two dimensions of  
 

http://www.cancer.gov/statistics/tools
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Figure. 2 Preprocessing output 

 

convolutions. The output of the soft coring function 

was applied after the normalised output picture had 

been passed through the high pass filter α (.).  

 

P(x, y) = Ih(x, y) + α(I(x, y))  (2) 

 

Where P(x, y) − Preprocessed output image 

Ih(x, y) − Highpassfiteroutputimage 

 

Ih(x, y) = I(x, y) − Z(ejwx, ejwy)  (3) 

 

Z(ejwx, ejwy)- High pass filter co-efficient 

α(I(x, y))- Soft coring function 

 

α(I(x, y)) = m . I(x, y)(1 − e
|
I(x,y)

τ
|
  (4) 

 

m, τ – random variables ranges between 0 to 1. 

The noise in the input image was eliminated 

using a Gaussian high pass filter. To extract the 

input image's line and edge information, the soft 

coring kernel function was employed. Two-

dimensional pictures were filtered using the soft 

coring approach, which had significantly less data 

loss than median filtering [21-22].  

As demonstrated in Fig. 2, a two-step pre-

processing strategy improves the image's quality 

while reducing processing time, compensating for 

lighting, reducing the shaded backdrop, and 

maintaining image contrast and brightness. 

3.3 Segmentation 

Threshold based segmentation method used to 

classify the MC present cell and MC absent cell [23]. 

Based on the pixel colour value the cancer cells are 

segmented. Colour feature is extracted by using the 

following Eq. (5). 

 

E(x, y) = {

oifP(x, y) < T1
1 ifT1 ≤ P(x, y) ≤ T2

0 ifP(x, y) > T2
  (5) 

Where,  

T1 –Lower threshold value 

T2- Upper threshold value. 

4. Materials and methods 

4.1 Multi-layer perceptron with artificial algae 

algorithm  

Each algal colony provides a potential solution 

(i.e. MLP), which is represented as a vector in the 

proposed model based on AAA [24]. Three 

components make up the potential solution vector. 

The weight values from the input layer to the hidden 

layer are shown in the first section, the bias values 

of the nodes are shown in the second section, and 

the weight values from the hidden layer to the 

output layer are shown in the third section [25]. The 

whole weight and bias number in the network are 

represented by the length of the vectors. 

Fig. 3 depicts the vectorized MLP, which has n 

input nodes, h hidden nodes, and m output nodes. 

The weights from the input to the hidden layer are 

represented by red arrows, the weights from the 

hidden layer to the output layer by green arrows, and 

the bias values are represented by blue arrows. The 

solution to the vector length problem is shown in Eq. 

(6). 

 

VectorLenth = (n ∗ h) + (h ∗ m) + h + m    (6) 

 

In this instance, n denotes the quantity of input 

nodes, h the quantity of hidden nodes, and m the 

quantity of output nodes. The fitness values of the 

generated vectors were calculated using the mean 

square error (MSE) tool [26]. The square of the 

many calculations between the actual and 

anticipated values is the foundation of the MSE. The 

speed of the MLA with AAA is very faster and 

accuracy of the proposed system also very heigh 

because n number of hidden layers used depends on 

the input image. 

4.2 Algorithm 

Step 1. Set the weights and the threshold. Note 

that weights can be set to 0 or a tiny random value 

by setting each weight node wi(0) to 0. We'll use the 

former in the example below. 

Step 2. Perform the following steps over the 

input Xj and desired output dj for each sample j in 

our training set D.: 

 

2a. Calculate the actual output using Eq. (7) :  
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Figure. 3 MLP with AAA 

 

Yj(t) = f[w(t). Xj] =  f [w0 ∗ (t) + w1(t) ∗
xj, 1 + w2(t) ∗ xj, 2 + ⋯ + wn(t) ∗ xj, n] (7) 

w(t) – weight value with respect to time 

Xj – Input image 

 

2b. Adapt weights calculated using Eq. (8):  

 

wi(t + 1) = wi(t)+∝∗ (dj − yj(t)) ∗ xj, 

  iforallnodes 0 ≤ i ≤ n  (8) 

 

wi(t+1) – New wright value 

∝ −learning rate  

The user-specified error threshold is reached or 

the predetermined numbers of repetitions have been 

reached before moving on to Step 2 [27]. The 

algorithm updates the weights immediately rather 

than waiting until all couples in the training set have 

used steps 2a and 2b [28-29]. This is a crucial 

distinction to make. Fig. 4 displays the flowchart for 

the algorithm. 

4.3 Execution of the multi-layer perceptron with 

artificial algae algorithm following steps 

Step 1: The mammography picture is first 

transformed into a two-column vector in step one 

(x1, x2). 

Step 2: Based on the following premise, the 

value of two columns is converted to a binary value. 

‘1’ represents the cells with existing 

MicroCalcification if (x1 and x2) are more than 180. 

‘-1’ stands for the absence of cells during 

MicroCalcification. 

Step 3: In order to determine the target value 

indicated in the following Table 1. 

Here, the target value is determined by 

employing the OR logic function. 

Step 4: Applying the equation, determine the net 

output value (8). 

 
Figure. 4 Flow chart for perceptron algorithm 

 

Table 1. OR logic function 

X1 X2 T 

1 1 1 

1 -1 1 

-1 1 1 

-1 -1 -1 

 

 

Step 5: Step 4 is carried out till the condition of 

termination. These requirements are as follows: 

• There is no weight change; Actual value 

always equals desired value. 

Step 6: Sort the cells into those that have 

MicroCalcification and those that don't, as indicated 

in Fig. 4. 

5. Results and discussion 

To diagnosis the cancer is very sensitive because 

if we provide false report, it gives wrong perception 

to the medical experts. This application is used to 

diagnosis the cancer at early stage so that we 

evaluate our proposed system with various aspects  
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Figure. 5 ROC Curve for breast cancer diagnosis 

 
Table 2. Accuracy value for various databases 

Database 

MLP 

with 

AAA 

CNN HCRF 

MLP 

with 

GA 

NCI 97 92 81 78 

UCI 96 93 85 79 

NKI 93 91 82 78 

ISPY1 94 92 79 81 

ISPY2 97 91 78 80 

ISPY3 92 90 81 79 

ISPY4 98 91 82 78 

 

 

like accuracy, specificity, sensitivity and F1 score 

value. In this section, we are discussing ROC curve 

analysis, true positive rate, false positive rate, 

accuracy, specificity, sensitivity, F1 score value and 

error rate. 

5.1 ROC curve 

A binary classifier system's performance as its 

discrimination threshold is changed is graphically 

represented by a receiver operating characteristic 

(ROC) curve, or simply ROC curve [30]. It is 

created by plotting, at various thresholds, the 

percentage of true positives out of positives (TPR = 

true positive rate) with the percentage of false 

positives out of negatives (FPR = false positive rate) 

[31]. TPR stands for sensitivity, and FPR, or true 

negative rate, stands for one less than specificity.  

The ROC is often referred to as a relative 

operating characteristic curve [32] because it  
 

 
Figure. 6 Cancer diagnosis accuracy value for various 

databases 

 

 
Figure. 7 Performance analysis filter using MSE, PSNR 

& SSIM 

 

contrasts two operating characteristics (TPR and 

FPR) when the criteria vary. We are using the 

different data sets like NCI, UCI, NKI, ISPY1, 

ISPY2, ISPY3 and ISPY4. 

Each data set contains 100 mammogram images, 

in that 60 images used for training data sets and 

remaining used for testing data set. The output of the 

roc curve is depicted in Fig. 5 of the graph below. 

To determine the accuracy score for every image 

(shown in Fig. 6), similarly. It is illustrated in the 

following Table 2. 

The Fig. 6 indicates that our proposed methods 

having better diagnosis. The area under curve of the 

proposed system is more than 95 % it is shown in 

the above figure. The proposed algorithms are 

applied through the various data sets, the result an 

analysis of the system evaluated by accuracy value. 

It can be calculated with aid of true positive rate and 

false positive rate. Confusion matrix used to 

calculate the true positive, false positive, true 

negative and false negative [33]. We were used 

different four algorithm used to diagnosis the breast 

cancer.  

In Table 3, the performance of median filtering 

technique based on the MSE, PSNR and SSIM may 

be inferred from this graph (Shown in Fig. 7). It 

indicates that’s low MSE and SSIM and high PSNR 

value.  

The average accuracy value for the proposed  
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Table 3. Performance analysis filter using MSE, PSNR & 

SSIM 

Data 

Set 

Soft coring Filter Median Filter 

MSE PSNR SSIM MSE PSNR SSIM 

NCI 0.01452 1.234 0.5264 0.02345 5.236 0.8569 

UCI 0.01245 3.032 0.5267 0.03125 5.479 0.9214 

NKI 0.024785 2.031 0.6214 0.03214 5.627 0.9457 

ISPY1 0.021456 1.245 0.5867 0.03546 5.421 0.8964 

ISPY2 0.012456 1.025 0.6223 0.03424 5.987 0.9123 

ISPY3 0.014856 3.231 0.5623 0.03278 5.748 0.9746 

ISPY4 0.012458 2.034 0.5978 0.03892 5.124 0.8597 

 

 

algorithms MLP with AAA, CNN, HCRF and M LP 

with GA respective percentage is 96%, 93%, 85% 

and79%. 

We are considering the median filter and soft 

coring fitter for the result analysis. Filtering method 

is important module of the proposed system, 

performance analysis done by using MSE, PSNR 

and SSIM parameters [34-36]. When compare to the 

median filter and soft coring filtering method, soft 

coring filter provide the better performance. For 

NCI data sets soft coring filter MSE, PSNR and 

SSIM respectively 0.01452, 1.234 and 0.5264 and 

similar to the median filer values respectively 

0.02345, 5.236 and 0.8569. 

The evaluation of our proposed algorithms' 

performance, including MLP with AAA, CNN, 

HCRF, MLP with GA, and RF.The following 

characteristics were used to evaluate the 

classification method's performance: sensitivity, 

specificity, F1 score, and accuracy. The average 

sensitivity value for MLP with AAA, CNN, HCRF, 

MLP with GA and RF respectively 95, 91, 81,78 

and 74. The specificity value for MLP with AAA, 

CNN, HCRF, MLP with GA and RF respectively 94, 

90, 82,76 and 75. The  F1 score value for MLP with 

AAA, CNN, HCRF, MLP with GA and RF 

respectively 96, 92, 84,75 and 78. The accuracy 

value for MLP with AAA, CNN, HCRF, MLP with 

GA and RF respectively 95, 91, 84,75 and 73.We 

inferred  from Table 4 and Fig. 8 that MLP+AAA 

has greater sensitivity, specificity, F1 score, and 

accuracy values of 95 percent.  

To assess the suggested system according to its 

execution time. We are used CPU based computer to 

run our application. We were used different data sets  
 

Table 4. Performance analysis of classification method  

Classification 

Techniques 
SEN % SPEC 

F1 

Score 
Acc % 

RF 74 75 78 73 

MLP+GA 78 76 75 75 

HCRF 81 82 85 84 

CNN 91 90 92 91 

MLP+AAA 95 94 96 95 

 

 

 
Figure. 8 Performance analysis of classification method 

 
Table 5. Performance analysis based on execution time 

Data set 
Execution Time (seconds) 

RF MLP+GA HCRF CNN MLP+AAA 

NCI 190 185 178 176 112 

UCI 192 184 182 165 132 

NKI 192 186 179 163 124 

ISPY1 191 183 185 162 115 

ISPY2 196 185 176 168 116 

ISPY3 193 186 175 167 118 

ISPY4 192 183 179 165 113 

 

 

 
Figure. 9 Performance analysis based on execution time 
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Table 6. Performance analysis based on error rate 

Data 

set 

Error Rate 

RF MLP+GA HCRF CNN MLP+AAA 

NCI 0.321 0.213 0.152 0.052 0.016 

UCI 0.345 0.265 0.164 0.058 0.012 

NKI 0.328 0.248 0.174 0.056 0.017 

ISPY1 0.324 0.218 0.191 0.057 0.011 

ISPY2 0.389 0.298 0.182 0.053 0.015 

ISPY3 0.347 0.276 0.172 0.057 0.013 

ISPY4 0.365 0.256 0.163 0.051 0.014 

 

 

 
Figure. 10 Performance analysis based on error rate 

 

such as NCI, UCI, NKI, ISPY1, ISPY2, ISPY3 and 

ISPY4. To apply our proposed algorithms like MLP 

with AAA, CNN, HCRF, MLP with GA and RF to 

different data sets [38-41]. Our suggested 

algorithms and the data sets they represent have 

varying execution times based on the quantity and 

quality of our photographs. In terms of execution 

time, Table 5 and Fig.9 show the overall 

performance of many classification algorithms used 

for face recognition classification. When compared 

to other categorization algorithms, MLP+AAA 

required less time to perform.  The overall 

effectiveness of several classification techniques 

used for categorization of data sets is shown in 

Table 6 and Fig. 10. In a comparison of 

classification algorithms, MLP+AAA had the lowest 

error rate of all the systems tested. Our technique is 

used for detecting MicroCalcification in 

mammograms. 

Using the MLP with AAA, locate 

MicroCalcification cells and MicroCalcification 

absence cells. This approach makes it simple to 

distinguish between MicroCalcification-positive and 

MicroCalcification-negative cells. The MLP with 

AAA is a supervised learning classification 

approach in which the output value is anticipated, 

eliminating the possibility of misclassifying the 

MicroCalcification present and missing cells. 

Because the MLP with AAA learning process is a 

supervised machine learning approach, the actual 

and expected outputs were always the same. Based 

on the MicroCalcification analysis, if the 

MicroCalcification was found in the mammography, 

the patient was diagnosed with cancer. MLP with 

AAA was used to divide MC present cells into the 

following categories: beginning, small, medium, 

high, and very high. It is impossible to anticipate 

whether or not a patient will be afflicted by cancer. 

If a patient is diagnosed with cancer, antibiotics or 

surgery may be recommended. 

6. Conclusion 

A lot of effort has gone towards computerized 

CADx approaches to help radiologists distinguish 

between benign and malignant MCs, which is a 

challenging decision. It has been demonstrated that a 

CADx method may accurately diagnose clustered 

MCs even better than radiologists. MC images that 

were grouped were utilized to train a feed forward 

neural network (FFNN), which was utilized in this 

technique. The ability of more recent machine 

learning methods, including SVM, Kernel fisher 

discriminant (KFD), RVM, and committee machines 

(including ensemble averaging and the well-known 

boosting method Adaboost), to categories MC 

clusters as cancerous or benign was examined. We 

chose characteristics from those have been shown to 

qualitatively reflect radiologists' considerations. 

These features are determined by the size, shape, 

and distribution of each individual MC within the 

cluster. In terms of the area under the receiver-

operating characteristic curve, the assessment 

research discovered that the SVM, KFD, and RVM 

kernel techniques perform equally well, but 

statistically they all exceed FFNN or AdaBoost.The 

proposed system's limitation is that performance 

accuracy will automatically increase but time 

complexity will increase if the training data set is 

increased to more than 10,000 data sets. To maintain 

the large number of databases, more space is 

required. To overcome these limitations in this paper 

we recommended for use GPU (Graphical Processor 

Unit) system.  

List of abbreviations 

CAD- computer-aided diagnostic  

MC- MicroCalcification 

ROC-receiver operating characteristics  
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MLP+AAA- multi-layer perceptron with  

artificial algae algorithm technique 

NCI- national cancer institute 

CNN-convolutional neural network  

RF-random forest  

HCRF-hierarchical clustering random forest  

VIM-variable importance measure 

UCI -University of California Irvine 

WDBC -wisconsin diagnosis breast cancer  

WBC-wisconsin breast cancer 

CADe -computer aided detection 

CADx -computer aided diagnosis 

FFNN-feed forward neural network  

KFD-Kernel Fisher discriminant 

SVM -support vector machine 

RVM -relevance vector machine 

TPR = true positive rate 

FPR = false positive rate 

MSE-mean square error  

SSIM -structured similarity indexing method 

GA- genetic algorithm 

PSNR- peak signal to noise ratio 
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